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Abstract The fast Fourier transformation has been the

gold standard for transforming data from time to frequency

domain in many spectroscopic methods, including NMR.

While reliable, it has as a drawback that it requires a grid of

uniformly sampled data points. This needs very long mea-

suring times for sampling in multidimensional experiments

in all indirect dimensions uniformly and even does not allow

reaching optimal evolution times that would match the res-

olution power of modern high-field instruments. Thus, many

alternative sampling and transformation schemes have been

proposed. Their common challenges are the suppression of

the artifacts due to the non-uniformity of the sampling

schedules, the preservation of the relative signal amplitudes,

and the computing time needed for spectra reconstruction.

Here we present a fast implementation of the Iterative Soft

Thresholding approach (istHMS) that can reconstruct high-

resolution non-uniformly sampled NMR data up to four

dimensions within a few hours and make routine recon-

struction of high-resolution NUS 3D and 4D spectra con-

venient. We include a graphical user interface for generating

sampling schedules with the Poisson-Gap method and an

estimation of optimal evolution times based on molecular

properties. The performance of the approach is demonstrated

with the reconstruction of non-uniformly sampled medium

and high-resolution 3D and 4D protein spectra acquired with

sampling densities as low as 0.8%. The method presented

here facilitates acquisition, reconstruction and use of mul-

tidimensional NMR spectra at otherwise unreachable spec-

tral resolution in indirect dimensions.

Keywords Nuclear magnetic resonance � Sparse

sampling � Spectra reconstruction � Iterative soft

thresholding � Compressed sensing � Maximum entropy

reconstruction � FM reconstruction

Abbreviations

NMR Nuclear magnetic resonance

IST Iterative soft thresholding

istHMS Implementation of IST at Harvard

Medical School

FM reconstruction Forward maximum entropy

reconstruction

MDD Multi-dimensional decomposition

FDM Filter diagonalization method

FFT Fast Fourier transformation

DFT Discrete Fourier transformation

NOE Nuclear Overhauser enhancement

NOESY NOE spectroscopy

GUI Graphical user interface

Introduction

The high magnetic field strengths of modern NMR spec-

trometers have increased the spectral resolution available
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for studies of complex biological macromolecules, such as

proteins and nucleic acids. Common procedures for reso-

nance assignment and structure determination employ

multidimensional experiments, which involve evolution

periods in several indirect dimensions. These have tradi-

tionally been sampled by proceeding through linear equi-

distant increments of the evolution times. Ideally, one

wants to sample each indirect dimension to about 1.2 times

the value of the relaxation time, T2, for the evolving

coherences (Rovnyak et al. 2004b). Unfortunately, the time

needed for uniform sampling through all increments in 3D

and 4D spectra allows only to reach a fraction of the

optimal evolution times (Rovnyak et al. 2004b) and the

resolving power of modern instrument is only marginally

utilized in the indirect dimensions. To reach the optimal

range of evolution times in a reasonable overall measuring

time can only be achieved with non-uniform sampling

(NUS) as pointed out before (Rovnyak et al. 2004b). This

requires however spectral reconstruction methods different

from the Fast Fourier Transformation (FFT). Obviously,

the quality of the resulting spectra depends crucially on the

sampling schedules and the reconstruction methods, which

has become an important field of recent research. Numer-

ous sampling schedules have been proposed, such as

exponentially weighted (Barna et al. 1987) or uniformly

random sampling (Mobli et al. 2006; Kazimierczuk et al.

2008; Rovnyak et al. 2004a). Different approaches of radial

or concentric sampling have also been proposed (Kupce

and Freeman 2003; Coggins and Zhou 2008). Recently, it

was suggested to select the gaps of skipped sampling grid

points according to a Poisson distribution (Hyberts et al.

2010, 2011) or arranging sampling points picked using

Poisson discs (Kazimierczuk et al. 2008).

Several methods have been proposed for reconstructing

sparsely sample multidimensional NMR data. The initial

approaches used different versions of Maximum Entropy

principles (Barna et al. 1987; Hoch 1989) but a variety of

other methods have also been developed since. The power

of NUS is getting increasingly recognized in general, and

methods for reconstructing such data have now collectively

been called Compressed Sensing (CS). This term has been

introduced and popularized by Donoho who provided a

detailed theoretical basis for the validity of reconstructing

frequency-domain data from sparse (NUS) data (Donoho

2006). A similar general analysis of stability and robust-

ness of extending incomplete data has been provided by

Candes et al. (2006).

Examples of methods for reconstructing NUS NMR data,

and which would fall under the term compressed sensing

include the filter diagonalization (FDM) method (Chen et al.

2004; Mandelshtam et al. 1998), various applications of the

CLEAN procedure (Coggins and Zhou 2008; Högbom

1974; Kupce and Freeman 2005; Wen et al. 2011), or the

multi-dimensional decomposition method (MDD)(Tugari-

nov et al. 2005; Hiller et al. 2009; Denk et al. 1986).

Recently, we have developed the Forward maximum

entropy (FM) method that reconstructs incomplete time

domain data by an iterative approach using a conjugate

gradient minimization of a target function (Hyberts et al.

2007). The target function is a norm of the frequency

spectrum, such as the negative entropy, the sum of the

absolute values of the frequency data points or others. The

performance of the routine was improved when combined

with a distillation module (Hyberts et al. 2009), which is

also related to the CLEAN procedure (Högbom 1974).

Using this reconstruction method it was shown that sensi-

tivity can be gained for a given total measurement time

when compared to uniform sampling (Hyberts et al. 2010).

Thus, the software developed for the FM approach provides

excellent reconstructions of spectra non-uniformly sampled

in one or two indirect dimensions (Hyberts et al. 2009, 2011)

but is computationally expensive for 3D and 4D NMR

spectra. In particular, it is not efficient enough for routine

reconstruction of high-resolution NUS 4D NMR spectra.

Another recent procedure of compressed sensing has been

described by Nietlispach and coworkers (Holland et al.

2011) who perform a minimization of the l1 norm of spectra

to reconstruct NUS time domain data, which is mathemat-

ically equivalent to IST as shown (Stern et al. 2007) and is

related to previous approaches (Hyberts et al. 2007; Lustig

et al. 2007). They show that excellent reconstruction of 2D
1H-15N and 3D HNCA and HNCOCA experiments can be

obtained. A related variant of compressed sensing was

shown recently using an iterative re-weighted least squares

approach, which is closely related to the procedures

described here (Kazimierczuk and Orekhov 2011). The

authors also showed excellent quality reconstructions of 2D

HSQC and 2D NOESY spectra. Overall, there are several

viable techniques for reconstructing NUS 2D and 3D NMR

experiments. Among these, gradient optimization approa-

ches tend to be slow and make reconstruction of 4D NUS

time consuming. The MDD approach is fast but needs

evaluation with regard to sensitivity and complete recovery

of peaks (Hiller et al. 2009). The MDD package includes an

IST option, which is also included in the recent Bruker

TopSpin software. The SIFT approach is another technique

for reconstruction of NUS spectra (Matsuki et al. 2009).

Here knowledge about spectral regions that do not contain

signals is used, and frequency-domain data points are set to

zero in reconstruction cycles prior to inverse FFT to sup-

plement time domain data. Kozminski and coworkers have

developed a procedure termed SSA (Signal Separation

Algorithm) (Stanek and Kozminski 2010; Stanek et al.

2011), which is a hybrid approach that combines the con-

cepts of CLEAN (Högbom 1974) and manual artifact

removal (Kazimierczuk et al. 2007).
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Thus, searching for simple faster and reliable recon-

struction methods for NUS NMR spectra we embarked on

implementing the iterative soft thresholding (IST) approach.

The use of iterative thresholding has been proposed previ-

ously for extracting unknown functions from noisy data

(Donoho 1995). It has been used for reconstruction of sparse

data in MRI (Suzuki and Toriwaki 1991) and other imaging

methods, such as magnetic force microscopy (Ting et al.

2009). In high-resolution NMR, IST has been discussed for

extending truncated uniformly sampled NMR data in the

time domain (Stern et al. 2007). To our knowledge, the use of

IST for reconstructing sparse NMR data has first been pro-

posed by Drori who used a wavelet transform rather than the

more commonly used FFT (Drori 2007).

Here we describe a simple adaptation of IST (istHMS,

IST implementation at Harvard Medical School) that can

reconstruct NUS NMR spectra up to four dimensions very

fast. The program developed follows the IST principle, such

as outlined by Drori who employs wavelet transformations

(Drori 2007). Our approach only uses the FFT and its

inverse, which makes the reconstruction very fast compared

to FM. The implementation described here largely elimi-

nates the artifacts arising from the non-uniform sampling

schedule. We provide a graphical user interface (GUI) for

creating schedules with the Poisson-Gap sampling method

up to three indirect dimensions. We demonstrate that our

processing based on this IST principle can efficiently and

faithfully reconstruct up to 4D NUS NMR spectra where up

to three indirect dimensions are sampled non-uniformly.

Here we use the Poisson-Gap approach to select optimal

sampling schedules (Hyberts et al. 2010, 2011). We show

applications to a 15N-dispersed 3D HSQC-NOESY experi-

ment and two four-dimensional methyl–methyl HC-NO-

ESY-CH spectra on ILV-labeled samples with sampling

densities of around 6%, 14.5% and below 0.8%. The sim-

plicity of the algorithm currently allows reconstruction of

these high-resolution 4D HC-NOESY-HC experiments

within a few hours on a 128 CPU cluster. On a 25% sparse

1D time domain signal, the IST implementation described

here is a factor of 534 faster than FM when using the same

3 GHz 32 Intel Xeon computer.

Materials and methods

Protein samples used

A 15N labeled sample was prepared for the nuclear egress

protein M50. This protein from mouse cytomegalo virus is

critical for the movement of newly encapsidated viral

particles from the nucleus to the cytoplasm. The molecular

mass is 19.4 kDa. The sample concentration was 0.18 mM,

which is the maximum concentration we can achieve due to

solubility problems. Experiments were performed at 18�C

since the protein is unstable at higher temperatures.

To obtain methyl–methyl NOEs in 4D NOESY spectra a

complex of the MED25 component of the human Mediator

with the transactivation domain (TAD) of the Herpes

simplex transcriptional activator VP16 with a total molec-

ular mass of 28 kDa was prepared. Both proteins were

perdeuterated but 13C/1H labeled at the ILV methyl groups

(Tugarinov and Kay 2004). Procedures of sample prepa-

ration have been described (Milbradt et al. 2011). A 1:1

ratio of VP16-TAD and MED25 was used to from a

complex with a final concentration of 1 mM.

For recording an ultra-high resolution 4D methyl–

methyl NOESY a 0.9 mM solution of a 10 kDa construct

of protein G containing the B1 domain was prepared as

described previously (Gronenborn et al. 1991; Zhou et al.

2001). The protein was perdeuterated but 13C/1H labeled at

the ILV methyl groups (Tugarinov and Kay 2004).

NMR experiments

The 3D 15N dispersed NOESY experiment on the M50

protein was performed on a Bruker Avance 800 instrument

at 298 K. A total of 48 scans were recorded per increment.

For the measurements the sweep width in the direct

dimension was 11,160.714 Hz, which was reduced to the

HN area (11.0–5.5 ppm) of 4,403.250 Hz for the recon-

struction. The sweep width in the indirect proton dimension

was 9,606.148 Hz (9.61 kHz), which was sampled in 400

increments of 0.104 ms and a maximum evolution time

t-max of 41.62 ms. The sweep width in the indirect nitro-

gen dimension was 2,000.000 Hz, which was sampled in

100 increments of 0.5 ms and a maximum evolution time

t-max of 50.00 ms. A total of 2,400 increments out of the

40,000 point indirect Nyquist grid were measured resulting

in a 6% sampling density (Table 1).

The 4D methyl–methyl HMQC NOESY experiment on

the MED25/VP16 complex was recorded on a Bruker

Avance 750 instrument at 298 K with the procedures

described in (Hiller et al. 2009). The sampling schedule for

the experiment on MED25/VP16 was generated with the

MDD toolkit (Hiller et al. 2009). The sampling density was

14.5%, with a maximum evolution time in the indirect

dimensions of 17 ms in 1Hnoe, 13 ms in 13Cnoe, and 29 ms

in 13Cdir. The numbers of complex indirect points in the

Nyquist grid were 28 for 1Hnoe, 44 for 13Cnoe, and 96 for
13Cdir. The NOE mixing time was 150 ms. Spectral widths

of the indirect dimensions were 1,650 Hz in 1Hnoe,

3,300 Hz in 13Cnoe and 13Cdir. The direct proton dimension

was acquired for 77 ms with a spectral width of 10,000 Hz.

Four scans were recorded for each FID.

The 4D methyl–methyl HMQC NOESY experiment on

GB1was recorded on a Bruker Avance 500 instrument at
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303 K using a methyl TROSY pulse sequence (Tugarinov

et al. 2003; Hiller et al. 2009). The schedule for the 4D

methyl–methyl NOESY experiment on GB1 was generated

with the Poisson Gap sampling GUI described below. The

sampling density was 0.8% with maximum evolution times

in the indirect dimensions of 118 ms in 1Hnoe, 118.4 ms in
13Cnoe, and 118.8 ms in 13Cdir. The numbers of complex

indirect points in the Nyquist grid were 60 for 1Hnoe, 150

for 13Cnoe, and 150 for 13Cdir. The NOESY mixing time

was 120 ms. Spectral widths of the indirect dimensions

were 500.1 Hz in 1Hnoe, 1,257.6 Hz in 13Cnoe and 13Cdir.

The direct proton dimension was acquired for 154 ms with

a spectral width of 6,666.7 Hz. Four scans were recorded

for each FID.

Computation

The istHMS program was written in the C programming

language and was implemented to run on a multiple cpu

farm in parallel mode where the indirect data associated

with each directly sampled data point are sent to one pro-

cessor. We use a farm of 32 Intel Xeon computers each

containing four 3 GHz cores operating at 64 bit. Processing

times are indicated for the spectra shown below. The FM

reconstructions were performed on a ServMax Tesla GPU

HPC, which contains a 4-Core 3 GHz cpu with four Nvidia

CUDA 240-Core cards. The Graphical User Interface (GUI)

was written with GTK?, a cross-platform widget toolkit.

Results

The istHMS reconstruction procedure

The procedure of the IST implementation (istHMS) is

simple and is illustrated in Fig. 1. For demonstration we use

a synthetic time domain data set containing two signals of

different intensity, and no noise is added. To simulate

sparse sampling, 75% of the data points (96 of 128) are set

to zero using the Poisson-Gap sampling method (Hyberts

et al. 2010, 2011). These sparse data are Fourier trans-

formed with FFT. The frequency spectrum contains noise-

like artifacts, which are, however, caused by the non-uni-

form sampling schedule. As the synthetic spectrum doesn’t

contain noise, the artifacts are unrelated to ‘real’ noise. The

PSF related artifacts due to non-uniform sampling are

directly correlated with the height of the peaks. After the

first FFT of the NUS time-domain data the tallest signal in

the frequency domain data is identified, and a threshold

slightly below its maximum is selected. In Fig. 1 this

threshold is set at a height of 0.75 of the tallest peak

(indicated with the dashed line). All data above this

threshold value are moved to a secondary spectrum (right),

which previously has been initialized with zeros at all fre-

quency points. The residual spectrum, with the tallest sig-

nals truncated, is now converted back to a time-domain data

set by inverse Fourier transformation. In this second-gen-

eration time domain data set, grid points not experimentally

Table 1 Acquisition and processing parameters of the experiments shown

Dimension Spectral width (Hz) Number of complex points Maximal evolution time (ms)

(a) 3D15N-dispersed NOESY: The spectrum was recorded on 0.8 mM sample of the M50 protein (19.4 kDa), sampling density 6% (2,400 of

40,000 complex points), measured on a Bruker Avance 800. FM reconstruction (500 iterations) on a Cuda computer using 4 Nvidia GPU cards

was achieved in 1.5 days. IST reconstruction on a 128 cpu cluster was obtained in 3 min

F1 1H 9,606.148 400 41.62

F2 15N 2,000.00 100 50.00

F3 1H 9,765.6 1,024 104.8

(b) 4D 13C dispersed methyl–methyl NOESY (150 ms mixing time): The spectrum was recorded on a 1 mM sample of the Med25 complex with

the transactivation domain of VP16 (28 kDa), sampling density 14.5%. Recorded on a Bruker Avance 750 with four scans per FID and a total

measuring time of 7.5 days. FM reconstruction on one cube took 13 h on a Cuda computer using 4 Nvidia GPU cards. IST reconstruction of

one cube on a single 32 Xeon cpu required 30 min, and all 339 cubes were reconstructed in 1.5 h on a cluster of 128 cpus

F1 1H 1,650 28 17

F2 13C 3,300 44 13

F3 13C 3,300 96 29

F4 1H 10,000 768 77

(c) High-resolution 4D 13C dispersed methyl–methyl NOESY (120 ms mixing time): The spectrum was recorded on a 0.9 mM sample of a

10 kDa protein G construct containing the B1 domain with a sampling density of 0.8% (10,906 of 1,350,000 complex points), measured on a

Bruker AMX 500 with four scans per FID and a total measuring time of 5 days. IST reconstruction was achieved in 1 day on a cluster of 128

cpus

F1 1H 500.1 60 118

F2 13C 1,257.6 150 118.4

F3 13C 1,257.6 150 118.8

F4 1H 6,666.7 1,024 154
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measured are again set to zero. At this point, one cycle is

completed. In the second iteration the sparse time-domain

data containing reduced tall peaks are again Fourier trans-

formed, a new threshold is established, and the data above

this threshold are removed and added to the secondary

spectrum. The truncated spectrum is again converted to the

time domain with inverse Fourier transformation. This

procedure is iterated until the residual is nearly empty or

below a user-defined threshold (see bottom left trace in

Fig. 1). Here, 100 iterations eliminated the artifacts from

NUS beyond detection in this simulated data set. For

practical applications in spectra with noise and a high

dynamic range we find it beneficial to use small decreases of

the threshold, such as 0.98. However, it seems possible to

start with larger steps and to dynamically decrease the step

sizes when approaching the noise. This could further

accelerate the reconstruction process dramatically but has

not been explored here.

The simulations in Fig. 2 explore the performance of IST

in a synthetic spectrum of high dynamic range in the pres-

ence of noise. We consider three signals with relative

heights of 50:2:1 and add random Gaussian noise with peak

noise of 0.5. This resembles the situation of a strong NO-

ESY diagonal peak and two weak cross peaks. The time

domain consists of 1,024 points on the Nyquist grid. The

Fourier transform of the full time domain is shown at the top

next to the transformation of the synthetic spectrum without

noise where the relative peak intensities are indicated. We

compare this with a time domain signal that has four times

more scans per increment and the noise is lower by a factor

of two. However, we sample only one quarter of the points

(256 of 1,024) using the Poisson Gap sampling method.

Thus, both hypothetical experiments would require the

same total measurement time. We apply the IST procedure

to the NUS data set with a threshold of 98%. The first IST

iteration exhibits strong artifacts from the NUS schedule

primarily due to the strongest peak, and only the strongest

peak appears in the first-iteration reconstructed spectrum.

The artifacts gradually decrease during the iterations. While

the strongest peak starts to be recovered quickly it takes

more than 100 iterations to start recovering the weak peaks.

At 500 iterations the residual is almost completely depleted

and the reconstructed spectrum on the right represents the

initial intensity distribution rather well. The noise in the

reconstruction is less than half of that in the reference

spectrum at the top, which supports the notion that the

signal-to-noise ration can be significantly improved by NUS

when the gain in measurement time is used to record more

scans per increment (Hyberts et al. 2010). The relative

intensities of the peaks are shown in Fig. 2b in dependence

of the number of iterations. Note the strongest peak has

been scaled by a factor of 10. The relative intensities of the

two weak peaks are not exactly the same as in the noiseless

reference spectrum at the top. The middle peak, which

should have a relative intensity of 2 is slightly weaker. This

is likely due to the random nature of the noise, which may

add to the weaker peak or subtract from the stronger signal.

This is consistent with the relative peak intensities in the

reference spectrum with noise on top of Fig. 2a.

To establish termination criteria we plot in Fig. 2c the

evolution during the iterations of the l2 norms (square root

of power) for different spectral properties. The l2 norm for

the residual is in cyan, for the reconstructed spectrum is in

magenta, and for the increase of l2 (Dl2) of the recon-

structed spectrum is in black. We terminate iterating when

the residual is exhausted and no significant data are

transferred to the reconstructed spectrum (see Fig. 2a, c).

This is done when the l2 norm of the residual is less than a

Fig. 1 Illustration of the istHMS procedure. A synthetic time domain

signal containing a large and a small resonance is sampled with a non-

uniform Poisson-Gap sampling schedule (32 of 128 time-domain data

points; 25% density). The line width was chosen so that 128 points

correspond to T2. Time domain data were doubled with zero filling,

and no apodization was applied prior to FFT, which is manifested in

the sinc wiggles at the bases of the resonances. The top parts of the

largest signals above a threshold are removed and stored in another

file. The truncated spectrum is converted into a second-generation

time domain signal by FFT-1, the points where the sampling schedule

had zeros initially are set to zero again after the inverse Fourier

transform, and the procedure is iterated. As all PSF-related artifacts

caused by NUS come from the missing data points the final spectrum

contains essentially no such artifacts
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user-defined value, such as ter = 0.0001. Thus, the user

has to define only two parameters, the step size of the

iteration and the termination parameter.

The IST reconstruction outlined here is very fast and

more efficient than the previously developed FM recon-

struction (Hyberts et al. 2009). For the synthetic 1D spec-

trum used in Fig. 2, it is about 534 times faster. With n

being the length of the Nyquist grid, IST has the advantage

that the reconstruction scales in proportion to

ndim 9 log(n) rather than n(dim?1) as in the FM approach.

This is because IST utilizes only the FFT routine, and no

matrix multiplication, as needed in the FM reconstruction.

Hence, the IST reconstruction will always be faster than that

of reconstruction routines that use matrix multiplications.

Graphical user interface for poisson gap sampling

The IST approach is best utilized with an optimized NUS

schedule. We have previously described the benefits of

one-dimensional Poisson Gap sampling with sinusoidal

weighting, as well as of a woven approach to generate a

sampling schedule for two indirect dimensions (Hyberts

et al. 2010, 2011). Here we extend the woven technique to

three indirect dimensions, by stacking woven planes

together. This is analogous to a set of woven panels put

alternatively into a wooden box, such that the first woven

plane is put at the bottom of the box. The second is then

standing on the first plane and against one of the sides of

the box; the third plane then standing on the first plane but

50
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Fig. 2 Fidelity of peak reconstruction and termination criteria. a A

synthetic spectrum was generated consistent of three Lorentzian lines

with relative intensities 50:2:1 to resemble a situation of a NOESY

spectrum with a strong diagonal and two small cross peaks. Random

Gaussian noise was added with peak noise of 0.5 relative intensity.

The time domain signal consists of 1,024 points. The line widths are

set so that 1,024 points correspond to T2. A regular FFT was applied

to this simulated time-domain signal with and without noise to yield

the references displayed on top. To simulate NUS, 256 of 1,024 data

points were selected using the Poisson-Gap sampling method

(Hyberts et al. 2010), and the noise was scaled down by a factor of

two to simulate equal overall measuring times of the NUS compared

to the US data. The spectrum was reconstructed using IST and a

threshold of 98%. Thus, the first iteration reconstruction contains the

top of the strong signal at a relative peak height of 1.0 (2% of 50).

Various stages of the iteration are displayed with the residual on the

left and the reconstructed spectrum on the right. The weaker signals

appear only at around 150 iterations. b Heights of the three signals

during the course of reconstruction. For display the strong signal was

scaled by a factor of 10. The final relative intensities of the tallest and

the smallest signal are approximately 50:1 as expected but signal 2 is

smaller, which can be attributed to the stochastic effect of the noise.

We terminate iterations when the residual is zero or below a user

defined threshold. c The L2 norm (spectrum L2; square root of power)

of the reconstructed spectrum increases during the iterations until the

residual is nearly depleted. The residual L2 decreases almost linearly

on a logarithmic scale and so does the increase of the reconstructed

spectrum. The iteration can be terminates when the residual L2 drops

below a user-defined value
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against an orthogonal side of the box relative to the second

plane. The fourth plane stands adjacent to the third, the fifth

adjacent to the second, and the sixth is laying on the bottom

on top of the first plane. As the woven planes have the

width of one increment, the stacking in this way would

cause the planes gradually sticking out of the top and sides

of the Nyquist box. Hence, the areas of the planes are pre-

adjusted to the area they will cover.

To conveniently create sampling schedules for up to

three indirect dimensions we have developed a graphical

user interface (GUI) shown in Fig. 3. This allows accessing

two back-end programs. On the one hand, it initializes

creation of a Poisson-Gap sampling schedule (Hyberts

et al. 2010) with a user defined sampling density. Setting a

tolerance allows small deviations from the requested

sampling density, which typically result as a consequence

of the algorithm used to create the schedule. The user can

set a seed number needed to initiate a Unix random number

generator. On the other hand, the GUI guides the user to

setting optimal maximum numbers of increments in the

indirect dimensions, defining an optimal Nyquist grid, such

as xN, yN and zN for a 4D experiment. This was guided by

the idea that one optimally should sample indirect dimen-

sions out to 1.2 9 T2, where T2 is the relaxation time of the

active coherence. Thus, providing the molecular weight,

the temperature and the type of coherence, the program

calculates approximate correlation times based on the well-

known Stokes–Einstein formula sc ¼ 4pgW r3
H

3kBT . Here, rH is the

effective hydrodynamic ration of the protein and is esti-

mated from the molecular weight and assuming the protein

is a perfect sphere. The user can override the calculated

value if sc has been measured experimentally. The corre-

lation time can also be estimated as measured correlation

times fall roughly within the range 0.3 9 MW \ sc \
0.9 9 MW when sc is in units of ns and MW is in kDa

(Wagner 1997). Relaxation times of coherences active

during the indirect dimensions are calculated with a C

adaptation of the program COAST (Rovnyak et al. 2004b).

The original COAST program is available at http://gwag

ner.med.harvard.edu. It calculates relaxation times based

Fig. 3 Screen shot of the graphical user interface (GUI) for

generating Poisson-gap sampling schedules for up to three indirect

dimensions and estimating relaxation properties of coherences. To

estimate a maximum evolution time corresponding to T2 the total

length of the Nyquist grid axis (np) is calculated as sweep width in Hz

times T2. The Nyquist grid can be made longer or shorter be

multiplying with a factor. The factor should be 1.2 in order to reach a

maximum evolution time of 1.2 T2. The sweep-width may be entered

in Hz, or ppm. In the latter case, the sweep-width in Hz is calculated

via the spectrometer frequency and the nucleus in question. The

sparsity of the sampling schedule can be selected with the button

labeled ‘‘Sampling density’’. It requires a tolerance because the

Poisson Gap sampling method may create a schedule that does not

exactly match the requested sparsity. Approximate values for the

transverse relaxation times T2 can be estimated with the panel on top

for various coherences typically used in triple resonance experiments.

These rough estimates are based on correlation times estimated with

the Stokes–Einstein formula and common equations for relaxation

times as listed in (Peng and Wagner 1992, 1994; Wagner 1993). To

our knowledge, relaxation rates for deuterated alpha carbons are not

well understood and estimates made here use only proton-deuterium

dipole–dipole relaxation have to be used with caution
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on well-known relations for 1H-15N pairs without (Peng

and Wagner 1992) and with TROSY selection (Pervushin

et al. 1997) and described in textbooks (Cavanagh et al.

2007). However, the values calculated should only be

considered very rough estimates for guiding the choice of

maximum evolution times and should not be misinterpreted

as precise predictions of experimental transverse relaxation

times. The estimated relaxation times can then be trans-

ferred manually to the boxes for the indirect dimensions.

The factor next to the boxes defines then how far out to

sample in units of the estimated T2. A factor of 1.2 would

set the maximum evolution time to 1.2 9 T2 of the

respective coherence but any other factor can be used.

Executing the program creates a sampling schedule that is

visualized in the right-hand side of the GUI. The GUI also

lists the total number of sampling points so that the user

can estimate the total measuring time. The sweep-width

may be entered in Hz, or ppm. In the latter case, the sweep-

width in Hz is calculated via the spectrometer frequency

and the nucleus in question.

The sinusoidal weight can be set either as 1 or as 2

where the former value is used when denser sampling is

both at the beginning and the end of the evolution time and

uses one full half of the sine period to bias the lengths of

the gaps in the Poisson-Gap sampling procedure. If a value

of 2 is selected, only one quarter of the sine period is used

leading to dense sampling at the beginning and long gaps at

the end of the evolution time. As typically an apodization is

applied that scales down the measured values at the end of

the evolution time, the value 2 is the default option.

The sampling is finally determined by the seed value

and the sampling density parameter, the latter entered as

percentage. Note that the sampling density refers to overall

multidimensional sampling density, not as a percentage

axis wise.

The sequence of sampling points can be generated

according to increasing time or in random order. If the

latter is chosen sampling points are chosen all over, and at

any time a NUS spectrum is present starting from zero

sampling density and reaching the set sampling density at

the end of the experiment, such as 3% in the example

shown in Fig. 3.

Application to experimental spectra

To compare the performance of IST and FM reconstruction

we recorded a 3D 15N dispersed NOESY on a 0.18 mM

sample of the M50 protein, a component of the nuclear

egress complex of mouse cytomegalo virus (Fig. 4). In total,

2,400 of 40,000 (6%) indirect data points were sampled and

selected with the Poisson Gap sampling method. For com-

parison, the spectra were reconstructed with the FM and

istHMS methods. As can be seen in the figure the recon-

structed spectra are nearly identical. However, the istHMS

Fig. 4 Comparison of FM and istHMS reconstruction of a 3D 15N

dispersed NOESY recorded on a 0.8 mM sample of the M50 protein,

a component of the mouse cytomegalovirus egress complex. The

spectrum was recorded on a Bruker Avance 800 spectrometer at

298 K. Data were sampled at 6% (2,400 points) of a 400 9 100

(HxN) indirect Nyquist grid, selected with Poisson Gap sampling

(Fig. 3). The representative plane compared is almost identical

between FM and IST reconstruction. However, the FM reconstruction

(500 iterations) took 1.5 days of parallel processing on a Cuda

computer using 4 Nvidia GPU cards, whereas the istHMS recon-

struction was completed within 4 h 45 min on a single cpu, and in just

3 min on a 128 cpu cluster
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reconstruction is orders of magnitudes faster (see caption to

Fig. 4).

To test istHMS on 4D spectra we reconstructed a NUS 4D

HC-NOESY-HC spectrum of an ILV-labeled 28 kDa

MED25/VP16 protein complex (Milbradt et al. 2011). The

spectrum had been sampled with 14.5% sparsity. In Fig. 5

we compare a representative plane reconstructed with

straight FFT (left), FM (middle) and IST (right). When using

straight FFT basically only the diagonal peak and the cross

peak to the other methyl of the same residue (L486) can be

seen while most of the spectrum of interest is obscured with

artifacts due to NUS, and straight FFT is not a viable option.

In contrast, FM and IST exhibit numerous cross peaks that

reveal valuable methyl–methyl contacts. Both methods

yield spectra of similar quality but the IST reconstruction is

much faster. We perform the reconstructions for the 3D

indirect cubes associated with each direct point. Here the

spectrum spanned 351 (Hdirect) hypercomplex cubes with

dimensions 28 (1Hnoe) 9 44 (13Cnoe) 9 96 (13Cdir). Using a

plane-wise FM reconstruction in the Cnoe/Hnoe dimensions

using 4 NVIDIA 2050 GPUs took 2.5 days for one hyper

cube, and a reconstruction of the full spectrum is estimated

to need around 440 days. In contrast, the reconstruction by

IST was carried out on a cluster of 128 cpus, where the final

spectrum spanned 351 (Hdirect) hypercomplex cubes with

dimensions as listed above (28 9 44 9 96). The total

reconstruction time was 1.5 h, which is orders of magnitude

faster than FM procedure although performed on an older

computing platform. For technical reasons, we have not yet

been able to port our IST reconstruction in the faster NVI-

DIA GPU CUDA environment since the only recently

developed CUDA environment still lack some functional-

ities needed for the IST reconstructions.

As stated above we are interested in extending the

evolution times in the indirect dimensions in 4D experi-

ments toward the optimal value of 1.2 T2.

Thus, we recorded a high resolution 4D carbon dis-

persed methyl–methyl NOESY on a 0.9 mM sample of an

Fig. 5 Cross plane from a NUS 4D HC-NOESY-CH experiment of

an ILV-labeled protein complex (MED25/VP16). The sampling

density was 14.5%. Left, transformed with the discrete Fourier

transformation, DFT, middle with the FM reconstruction, right with

IST. The FM reconstruction was only performed on one cube using a

Nvidia C2050 card and requited 13 h of computing time. It stopped

automatically after 116 iterations due to negligible gradient. For

istHMS 400 iterations were run, and the complete set of 339 cubes

were reconstructed parallel on 128 cpus within 1.5 h. Thus,

reconstruction of each cube required around 30 min on 1 cpu). The

same 2D plane is shown in the three panels. The diagonal peak of

L486 is drawn in red and visible in all three panels. Traces through

the 486/427 cross peak are drawn in blue. In the DFT panel the cross

peak is barely above the NUS-related artifacts but is clearly seen in

the FM and IST panels. Several other cross peaks are clearly seen in

the contour plot and are assigned. The FM and istHMS reconstruction

are of comparable quality but istHMS largely outperforms FM with

processing speed
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ILV labeled fragment of protein G containing the B1

domain. The Nyquist grid was 60, 150 and 150 complex

points in the indirect 1H, 13C and 13C dimensions. With a

spectral width of 500.1 Hz in proton (the most high-field

peak was folded) and 1,257.6 Hz in the two carbon

dimensions, this translates to evolution times of 118 ms for

proton, and 118.4 ms for both carbon dimensions. Thus,

the Nyquist grid contains 10,800,000 indirect data points

(real) of which 87,248 (0.8%) were measured. With this

sparsity the spectrum could be recorded within 5 days on a

500 MHz spectrometer. The spectrum was reconstructed

with the istHMS method, and a representative plane is

shown in Fig. 6a. The plane contains the diagonal and

NOESY cross peaks to the c1 methyl of Val 54. Note the

spectrum was recorded using the methyl-TROSY approach

(Tugarinov et al. 2003), and the two fast relaxing carbon

multiplet components are visible above and below the

diagonal peak (Val 54 HG1/CG1). Note that in the spec-

trum of Fig. 5 these multiplet components are also visible

as shoulders of the main diagonal peak but are not resolved

due to the lower resolution. The two axes are the indirect
1H and 13C dimensions frequency labeled prior to the NOE

mixing period. As reference a 2D 1H-13C HSQC is shown

in Fig. 6b, which contains the same spectral region. All

visible peaks in the NOESY plane are annotated according

to the BMRB entry 7280 (Wilton et al. 2008). Cross sec-

tions along the indirect 1H and 13C axes are shown for a

representative cross peak (Leu5 HD1/CG1) to demonstrate

the S/N ratio and line shape. The quality of the spectrum

demonstrates that very sparse high-resolution 4D NOESY

Fig. 6 a Representative plane from an istHMS reconstruction of a

NUS (0.8% sparsity) high-resolution 4D HC-NOESY-CH experiment

recorded with a 0.9 mM sample of the B1 domain of protein G (GB1).

The indirect 1H and 13C dimensions frequency labeled before the

NOE transfer are shown. b 1H-13C HSQC for the same spectral region

as a reference. The domain was 1H/13C labeled at the methyl groups

of ILV residues with 2H/12C everywhere else. In total, 10,906 of the

1,350,000 indirect data points (complex) (0.8%) were measured with

a Poisson-Gap sampling schedule generated by the program used in

the GUI of Fig. 3. The spectrum was recorded on a Bruker Avance

500 spectrometer with a room temperature probe. The indirect proton

dimension was recorded with 500.1 Hz spectral width and a

maximum of 60 complex points; both indirect carbon dimensions

were recorded with 1,257.6 Hz spectral widths and a maximum of

150 complex points. The entire spectrum was reconstructed with the

IST program within around 1 day on a 128 cpu farm. The diagonal

peak of the V54 HG1/CG1 methyl group is colored red. Five NOESY

cross peaks are visible in the plane and are labeled with the

assignments. The methyl group of V54 HG2/CG2 was folded in

the indirect 1H dimension. Proton and carbon cross section through

the NOE cross peak of L5 HD1/CD1 are depicted to demonstrate the

signal to noise ratio and the narrow line shape
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spectra can be recorded and efficiently reconstructed with

the istHMS approach.

Fidelity of reconstruction

A crucial aspect of a reconstruction procedure for multi-

dimensional NOESY spectra is whether cross peak inten-

sities are faithfully reproduced. Thus, we compare two 3D
15N-dispersed NOESY spectra of the translation initiation

factor eIF4E (mouse) but recorded at lower resolution of

128 and 50 time points in the 1H and 15N indirect dimen-

sions, respectively. One spectrum was uniformly sampled

with 8 scans per increment, the second spectrum was

acquired with a NUS schedule with a 32% sampling den-

sity and also 8 scans per increment. Thus, the NUS spec-

trum was recorded in one third of the time. Peaks were

picked on a pixel level in one representative cross plane at

126.6 ppm in the 15N dimension covering the region from

7 to 10 ppm and plotted against each other in Fig. 7.

Obviously there is excellent fidelity of peak reconstruction.

Similarly, we compared NUS 2D 13C-detected CAN

spectra with uniformly sampled data recently recorded for

a sensitivity comparison when introducing the Poisson-Gap

sampling method together with the FM reconstruction

(Hyberts et al. 2010). We reprocessed these data with the

istHMS approach and find an excellent agreement with a

correlation co-efficient of 0.94. In the comparison all pixels

above noise level were drawn. There are no outliers indi-

cating that there are no obvious false positives in the IST

reconstruction.

Discussion

The implementation of the IST principle for reconstructing

NUS spectra up to three indirect dimensions (4D spectra) is

very fast, as compared to the FM reconstruction, and yields

spectra of high quality. It is particularly attractive for

recording and reconstructing high-resolution NUS 3D and

4D NOESY experiments. We lower the threshold in small

steps (98%) for faithful recovery of weak peaks. The l2
norm of the residual is calculated to monitor the progress of

the reconstruction and reconstruction is terminated if it

drops below a user defined value ter. The value of ter

should be significantly below the noise level to warrant

faithful values of the heights of small peaks.

Since the procedure only uses FFT and FFT-1 routines

and no matrix multiplications istHMS is very fast and is

suitable for routine transformation of high-resolution 3D

and 4D spectra. This enables quick recording and recon-

structions of high-resolution 3D and 4D spectra at the

resolution in indirect dimensions closely matching the

resolution power of modern NMR spectrometers. For

indirect 13C dimensions, sampling out to 1.2 9 T2 may be

complicated by the carbon homonuclear couplings when

using uniform 13C labeling. However, when working with

very large proteins it is common to employ sparse 13C

labeling, such as with precursors that place 13C only in the

methyl groups of ILV residues, using the alternate 13C-12C

labeling pioneered by LeMaster (LeMaster and Kushlan

1996), or other creative labeling methods. The application

Fig. 7 Fidelity of peak heights in istHMS reconstructions. A Two 3D
15N-dispersed NOESY spectra of human translation initiation factor

eIF4E were recorded uniformly with 128 9 50 indirect 1H x 15N time

domain points, and non-uniformly with 32% of the indirect dimen-

sions, both with 8 scans per increment. The NUS spectrum was

istHMS reconstructed, and the heights of peaks are compared for a

representative 1H–1H cross plane at the 15N frequency of 126.6 ppm.

Values of pixels above noise level between 7 and 10 ppm in the direct

dimension are compared. B Correlation of peak intensities (pixel

values) of uniformly sampled 13C-detected 2D CaN experiments with

istHMS reconstructed NUS data (25% sparsity). The same spectra

were analyzed but processed with the FM reconstruction (Hyberts

et al. 2010)
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with ILV-labeled samples is demonstrated with the 4D

spectra shown here.

Efficient reconstruction of high-resolution NUS 4D

methyl–methyl NOESY experiments as shown here will be

particularly beneficial for characterizing structures of all-

helical proteins and in particular helical integral membrane

proteins. Inter-helical contacts are made by side-chains,

such as containing methyl groups. For helical proteins,

long-range NOEs involving backbone amides are scarce

and not the best source of structural constraints. Backbone

protons are surrounded by side chains, which keeps them

distant to protons of other helices. Thus, distances of amide

protons to neighboring helices are rather long, and side-

chain/side-chain NOEs are expected to be a much better

source of structural constraints. Helix-helix interfaces, and

the transmembrane regions of integral membrane proteins

are typically rich in methyl-bearing residues, and methyl–

methyl NOEs would be a valuable source of structural

constraints. However, the methyl regions of helical mem-

brane proteins suffer from severe spectral overlap. Thus,

inter-helical methyl–methyl NOEs are difficult to measure

with traditional NMR approaches and have indeed rarely

been obtained and utilized in NMR structure determina-

tions of integral membrane proteins. A detailed account of

these difficulties can be found for example in the descrip-

tion of the structure determination of sensory rhodopsin

(Gautier et al. 2010). Thus, approaches for better resolving

methyl–methyl NOEs in high-resolution 4D NOESY

experiments as described here will facilitate solving

structures of helical soluble and membrane proteins.

At the moment, istHMS is our reconstruction method of

choice for 3D and 4D spectra primarily because of the

much faster processing speed. For 2D spectra with one

indirect dimension, FM and IST yield comparable results.

However, FM has the conceptual benefit of not altering

experimentally measured data points, which is not the case

for IST. If iterations are not run deep into the noise weak

peaks may be slightly scaled down with IST. Thus it

remains to be seen whether FM has advantages for

reconstruction of very weak peaks.

Conclusion

The istHMS procedure described here is very fast and

suitable for reconstructing NUS 3D and 4D NOESY

spectra. With appropriate sampling schedules and using

IST reconstruction very high-resolution spectra can be

obtained when sampling less than 1% of the Nyquist space.

This allows exploiting the full spectral resolution in indi-

rect dimensions provided in principle by the resolving

power of modern high-field instruments. The approach

described here is expected to be particularly attractive for

characterizing structures of all helical proteins and in

particular helical membrane proteins for resolving methyl–

methyl NOEs in regions of severe spectral overlap. To

facilitate setting up these experiments a GUI is presented

for generating reasonable sampling schedules. Similar tools

will be developed to enable the non-expert user recon-

struction of NUS 3D and 4D experiments routinely.

Availability

istHMS program and the tool for creating sampling

schedules described here will be made available upon

request.
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